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Systems of Linear Equations
Basic Definitions:

Q) Linear Equations and Solutions
A linear equation in unknowns x4, x, ...., x,, IS an equation that can be put in the standard form:
a1x1+ayx, + -+ apx, =b oo o . (1)
where a4, a,, ..., a, are constants. The constant a, is called the coefficient of x;, and b is called

the constant term of the equation.
A solution of the linear equation (1) is a list of values for the unknowns, say
X1 =k, xy =ky, o, xn = ky,
such that the following statement is true:
ak; +ayk, +--+ak,=b
In this case we say that (kq, k», ..., k;,) satisfies the equation (1).

(i)  Systems of Linear Equations:
A system of linear equations is a list of linear equations with the same unknowns. In
particular, a system of m equations L4, L, ..., L,, in n unknowns x, x,, ...., X, can be put in
the standard form:
ag1X1 + A%, + -+ apxXy, = by

alel + a22x2 + .-+ aann = bz

A1 X1 + QX + -+ Qn Xy = by
where the a;; and b; are constant.

This system is called an m x n system. It is called square system if m = n, that is number of

equations is equal to the number of unknowns. The number a;; is called the coefficient of the
unknown x; in the equation L; and the number b; is called the constant of the equation L;.
The system is called homogeneous if all the constant terms are zero, that is, if b; = 0,

b, =0, ...., b, = 0. Otherwise the system is said to be non-homogeneous.
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A solution of a linear system is a tuple (s4, S5, ..., S,) 0f numbers that makes a each equation

a true statement when the values s, s,, ..., s,, are substituted for x,, x,, ..., x,,. The set of all

solutions of a linear system is called the solution set of the system.

Note: The system of equation defined above can be written as AX = B, where A is given by

11 12 see g
1] L] - gy % a
‘]-m]_ l‘f-m‘z P ﬂfﬂﬂ

_bl_

Theorem 1.1. Any system of linear equations has one of the following exelusive conclusions.

(a) No solution.
(b) Unique solution.

(¢) Infinitely many solutions.

A linear system is said to be consistent if it has at least one solution; and is said to be inconsistent if

it has no solution.

Geometrical Interpretation:

The following three linear systems

2ry  Axe = 3 21
(@) 2y —x9 = 0 (b)) 2y
ry —2wy = 4 ig)

have no solution, a unique solution, and infinitely many solutions, respectively. See Figure

+ Iy
e
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3 21
5  (e)q 4z
4 ﬁ.’if']

+ry = 3
+2J‘z = 6
+3xy = 9

—
*

Note: A linear equation of two variables represents a straight line in B?. A linear equation of three vari-
ables represents a plane in R*.In general, a linear equation of n variables represents a hyperplane in the

n-dimensional Euclidean space R™.

o

Figure 1: No solution, unique solution, and infinitely many solutions.
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Augmented and Coefficient Matrices of a System:

Consider again a system of m equations in n unknowns. Such a system is associated with it the

following two matrices:

a2z ... A | by
- azz ... azn | b
ml @m2 ... mn 'E]]'Fl
and
ISR iy - 15 P
o] [ s [T
il Ly B ynn

The first matrix is called the augmented matrix of the system and is denoted by [A: B]. The

second matrix is called the coefficient matrix of the system and is denoted by A.
Elementary Row Operations

There are three kinds of elementary row operations on matrices:

(a) Adding a multiple of one row to another row;

(b) Multiplying all entries of one row by a nonzero constant;

(c) Interchanging two rows.

Definition. Two linear systems in same variables are said to be equivalent if their solution sets
are the same. A matrix A is said to be row equivalent to a matrix B , written A~B, if there is a

sequence of elementary row operations that changes A to B.

Theorem. If the augmented matrices of two linear systems are row equivalent, then the two
systems have the same solution set. In other words, elementary row operations do not change

solution set.
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A rectangular matrix is in echelon form (or row echelon form) if it has following three

properties:

Q) All nonzero rows are above any rows of all zeros.

(i) Each leading entry of a row is in a column to the right of the leading entry of row above

it
(iii)

All entries in a column below a leading entry are zeros.

If a matrix in echelon form satisfies the following additional conditions, then it is in reduced

echelon form (or reduced row echelon form):

(iv)

(V) Each leading 1 is the only non-zero entry in its column.

The following are two typical row echelon maftrices.
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The leading entry in each non-zero row is 1.
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where the circled stars e represent arbitrary nonzero numbers, and the stars * represent arbitrary numbers,
including zero. The following are two typical reduced row echelon matrices.
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Definition. If a matrix A is row equivalent to a row echelon matrix B, we say that A has the row

echelon form B; if B is further a reduced row echelon matrix, then we say that A has the reduced

row echelon form B.

Definition: A pivot position in a matrix is a location in A that corresponds to a leading 1 in the

reduced echelon form of A. A pivot column is a column of A that contains a pivot position.
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Theorem. Every matrix is row equivalent to one and only one reduced row echelon matrix. In

other words, every matrix has a unique reduced row echelon form.
Existence and Uniqueness theorem:

A linear system is consistent if and only if the rightmost column of the augmented matrix is not a
pivot column, that is, if and only if an echelon form of the augmented matrix has no row of the

form [0...0 b], with b non-zero.

If a linear system is consistent, then the solution set contains either (i) a unique solution, when
there are no free variables, or (ii) infinitely many solutions, when there is at least one free
variable (A variable in a consistent linear system is called free if its corresponding column in the

coefficient matrix is not a pivot column.)
Steps for solving a non-homogenous system:

Q) Write the augmented system of the system.

(i) Use the row reduction algorithm to obtain an equivalent augmented matrix in echelon
form. Decide whether the system is consistent. If there is no solution, stop; otherwise, go to
the next step.

(iii)  Continue row reduction algorithm to obtain the reduced echelon form.

(iv)  Write the system of equations corresponding to the matrix obtained in Step (iii).

(v) Rewrite each non-zero equation from Step (iv) so that its one basic variable is expressed in

terms of any free variables appearing in the equation.
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Examples
1. Solve the following system of equations:
X1+2x,—x3=1
2x1 +xp +4x3 =2
3x1+3x; +4x3=1

Solulion. Perform the row operations:

1 2 -1 1 Ry—2Ry [1 2 <1 17 (=1/3)Rs
2 1 2 ~ 0 -3 6 0 ~
| 3 3 4 1] Az—38 |0 -3 T|-2 ]| H3— R
1 2 1| 1] Ra+Rs [1 2 0f-1]
01 -2 0 ~ 0 1 0f-g | T2
L 0 0 11 -2 | Rz+2R; [0 0 1| -2
10 0| 7]
0 1 0| —4
L 0 0 1| =2 |
The system is equivalent to
I, = 7
Lo — —4
€Iy — -2
which means the system has a unique solution.
2. Solve the linear system:
x1—x2+x3—x4=2
x1—x2+x3+x4=0
4x, —4x, +4x3 =4
—le + 2x2 1 ZX3 + Xq = -3
Solution. Do the row operations:
1 -1 1 -1 2 i’y — Ry 1 -1 1 -1 2 (1/2)R;
1 -1 1 1 0 Ry — 4R, 0 0 0 2] -2 s — 20y
4 -4 4 0 4 s 0 0 0 4| —4 ~
—2 2 -2 1| -3 Ry + 28R 0 0 o0 -1 1 Ry +(1/2) Ry
1 -1 1 -1 2 (1) [=1] [1] 0o 1
0 0 0 1| -1 By + Ry 0 0 0 (1)] -1
0 n o 0 0 r~ 0 0 0 0 0
0 0o 0 0 0 0 0 0 0
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The linear system is equivalent to

r, = -1

{1:1 = l+zy—uxy

We see that the variables x4, x4 can take arbitrary numbers; they are called free variables. Let zy = ¢,

T3 = ¢9, where ¢y, e0 € B, Then 21 = 1+ ¢ — 2, 24 = —1. All solutions of the system are given hy
T = lte—o
TIa = 0
Iy = g
r, = -1

The general solutions may be written as

£y 1 1 -1

o Hiy . 0 ) 1 ) . -

r= e | gl te] gt L where ¢;,00 € R.
Ty -1 0 0

Set ¢; =9 = 0, i.e., set 3 = 29 = (), we have a particular solution

1
0
0
-1

3. The linear system with the augmented matrix

1 2 —111
2 1 5|2
3 a4 411

Solution: The given system has no solution because its augmented matrix has the row echelon

form

(1 2 =1 1
0 (=3) [7]]| o
0 0 0| -2

The last row represents a contradictory equation 0 =—2.

4. Solve the linear system whose augmented matrix is
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Solution. Interchanging Row 1 and Row 2, we have

0
0

[ ===

Then the system is equivalent to

2 0
6 0
0 1
4 -2
2 0
0 0
0 1
0 -2
2 0
0 1
0 0
0 -
2 0
1] 1
G 0
G 0
2 0
0 1
0 0
0o 0
(1) 2
0 0
0 0
0 0

1
3
—1
4

1
0
-1
2

1
—1
0
2

1
-1
{}
U

1
-1
0
0

0
(1)
0
0

-1 2 1
3 —3 2
1 -1 0
4 —6 —5
-1 0] 1
-3 2] 7
2 1] 0
—6 —5| —4
-1 0] 1
0 2| 4
2 1| 0
4 5| -6
-1 0] 1
2 1] 0
0 2| 4
4 —5|—6
-1 0| 1
2 1| 0
0 2| 4
0 -3|-6
-1 0| 1
2 1] 0
0 1] 2
0 0] 0
1 -1 0
=1 [2] 0
0 0 (1)

0

0

T3 =—-24m4— 215

]

{ Ty =1=21 — x4 + 75

T =2

The unknowns xs, £4 and x5 are free variables.

0
7
1
—4
Rs — 3R,
Ry — 2Ry
RQ — R:;
Ry + 2R,
Ry+ 5 Rs
%Il’.:s
Rs — Ry
1
-2
2
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Set e = ¢y, £y = €2, Ty — 3, Where ¢y, 2, g are arbitrary. The general solutions of the system are given

by

The general solution may be written as

- . -
T2
Ty
T4
&5
g

1
0
—2
0
0
2

Different forms of linear systems

T
L
£y
L4
Iy
Ie

0
0
0
0

=1—-2¢; — a2+ 03
=0

= =2+ g — 2y

e (_‘.2

=3

=2

- R
0
1

+ 2 1 + 3

0

- e L] -l

A general system of linear equations is given by

We introduce the column vectors:

i —

IS0

Ry

and the coefficient matrix:

aq1x1 + apxy +

a1%1 + AypXxy +

Am1X1 + QX +

an
a2y

]

“-111
Ay — .
iy
gz P Ly
L0 3] s L3y
hygpa ... lmn

Then the given system can be expressed by:

(a) The vector equation form: x,aq + x,a, + +x,a, =

(b) The matrix equation form: Ax

b.

(c) The augmented matrix form: [a; a4

a1:b].

o | cvezes < .

ot Gy = by

o+ UynXy = by

ETT U=

I 1’)1
a: _ Y b T ¥
T by
=lay,az,...,a,]
b.
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Theorem. The system Ax = b has a solution if and only if b is a linear combination of the
column vectors of A.
Theorem. Let A be an mxn matrix. The following statements are equivalent.
(@) For each b in R™, the system Ax = b has a solution.
(b) The column vectors of A span R™.
(c) The matrix A has a pivot position in every row.
Example: The following linear system has no solution for some vectors b in R3.

sz =5 2x3 ar BX4, = b1
le + 4x, + 6x3 + 7x4 = b2
x1+x2+2x3+2x4=b3

The row echelon matrix of the coefficient matrix for the system is given by

02 2 3 1 1 2 2 .
2 4 6 7 Ry Rs 9 4 ¢ 7 | T2 2R
11 2 2 ' 02 2 3 | '
11 2 27 (1 1 2 2]

02 2 3 R’-‘;R” 0 2 2 3

02 2 3 00 0 0|

Then the following systems have no solution.

112 2]0 11 2 20 ‘
02 2 3|0 fs + Ry 0 2 2 3|0 | P22
[0 0 0 0f1 | 002 2 3|1 |
(11 2 2|0 [0 2 2 3|1]
2 4 6 70 Rs B 1.6 7|0
[0 2 2 3|1 | 11 2 2|0 |

Thus the original system has no solution for by = 1, by = by = (.
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Homogeneous system

A linear system is called homogeneous if it is in the form Ax = 0, where A is an mxn matrix
and 0 is the zero vector in R™. Note that x = 0 is always a solution for a homogeneous system,
called the zero solution (or trivial solution); solutions other than the zero solution O are called

nontrivial solutions.

Theorem. A homogeneous system Ax = 0 has a nontrivial solution if and only if the system

has at least one free variable.

Note: If number of equations is equal to the number of unknowns, then the system has a non-

trivial solution if |[A| = 0.
Steps for solving homogeneous system:

Q) Reduce the matrix in its echelon form. If number of pivot entries is equal to the number
of unknowns, then the system has only zero solution; Otherwise, there exists at least one
non-trivial solution.

(i) If there exists a non-trivial solution, then express each basic variable in terms of any free
variables appearing in an equation.

(iii)  Decompose the solution into a linear combination of vectors using free variables as

parameter.
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Examples

1. Find the solution set for the homogeneous linear system:

X1 — X3 — X4+ 2x5

=0

—2x1+2xp —x3—4x4,—3x5=0

X1—X3+x3+3x4+x5=0

—X1+X;+x3+x4—3x5=0

Solution. Do row operations to reduce the coefficient matrix to the reduced row echelon form:

1 =1 0 1 27 Ro+2R,
-2 2 -1 -4 -3 Rz — Ry
1 -1 1 3 1 ~
| 1 1 1 1 -3 R+
1 -1 0 1 2] (1R
0 n -1 -2 1 Ry + Rs
0 0 1 2 -1 ~
| 0 0 1 2 -1 | Ri+R2
(1) [-1] 0o 1 2
0 0 (1) 2] [-1
0 0 0 0 0
| 0 1] 0 0 0
Then the homogeneous system is equivalent to
T = Xy —x4 —2T5
Ty = —2x4  +xs

The variables @4, x4, x5 are free variables. Set o = ¢4, 4 = €2, 5 = ¢5. We have
: Eti H ERti ]

Ha | ¢ — Cg — ?Efg 1
o e 1
Ty | = —2¢9 + 3 =cp | 0] 42
Ty o 0
Iy g 0

Set we — 1,24 — 0,25 = 0, we obtain the basic solution

m = 1]

-1
0
-2
1
0
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Set xs — 0,x4 = 1, x5 = (), we obtain the basic solution

[ 1

0
vy = | —2
1
0

Set @s — 0,34 = 0, x5 = 1, we obtain the basic solution

-2
0

0

The general solution of the system is given by

=1 + eete + egty,  ©1, 0,03, € HL

Theorem. Let Ax = 0 be a homogeneous system. If u and v are solutions, then the addition and
the scalar multiplication u + v, cu are also solutions. Moreover, any linear combination of

solutions for a homogeneous system is again a solution.

Theorem. Let Ax = 0 be a homogeneous linear system, where A is an mxn matrix with p pivot
positions. Then system has n — p free variables and n — p basic solutions. The basic solutions
can be obtained as follows: Setting one free variable equal to 1 and all other free variables equal
to 0.
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Linear Dependence and Independence:
Definition. VVectors v, v,, ..., v, In R™ are said to be linearly independent provided that,
whenever

C1V1 + Uy + -+ v =0
for some scalars ¢4, ¢y, ..., Cx, then ¢; = ¢, = -+ = ¢, = 0. The vectors vy, v, ..., v), are called
linearly dependent if there exist constants ¢y, ¢, ..., ¢, not all zero, such that

C1V1 + Uy + -+ v, =0

Examples
1. The vectors
1 —1 1
™ = 1 , Ta — 1 , Uy — 3 in ]E'i
—1 2 1
are linearly independent.
Solution. Consider the linear system - - - -
1 —1 1 0
Ly 1 + (5] 1 -+ L3 3 — (
—1 2 1 {0
1 -1 1 1 -1 1 1 0 0
1 1 31 ~10 2 21~10 1 0
-1 21 (0 1 2 0o o1

The system has the only zero solution xy = xyp = x4 = (0. Thus v, vy, v4 are linearly independent.

2. The vector

1 -1 —1
) = —1 |, v = 2|, vy = 3 in B*
2 5

are linearly independent.

Solution. Consider the linear system

1 —~1 —1 0
x| =1 | +x2 2 | + a3 3 =10
1 2 5 0
1 -1 -1 1 -1 -1 1 -1 -1
-1 2 3]l~l0 1 2(~]0 1 2
1 2 5 0 3 6 0 0 0

The system has one free variable. There is nonzero solution. Thus ), v2, v3 are linearly dependent.
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Exercise: The vectors

1 1 —1 1
1], =1 |, 1|, 3 | in R?
1 1 1 3

are linearly dependent.

3. Any set of vectors containing the zero vector 0 is linearly dependent.

Theorem: Let vq, v,, ) Up be vectors in R™. If p > n, then v, vy, e, Up are linearly

dependent.

Proof: Let A =[v;, v, ..., 13,]. Then Alis an n X p matrix, and the equation Ax = 0 hasn
equations in p unknowns. Recall that for the matrix A the number of pivot positions plus the
number of free variables is equal to p, and the number of pivot positions is at most n. Thus, if

p > n, there must be some free variables. Hence Ax = 0 has nontrivial solutions. This means

that the column vectors of A are linearly dependent.

Theorem. Let S ={v,, v, ..., v, } be a set of vectors in R™, (p >2). Then S is linearly dependent

if and only if one of vectors in S is a linear combination of the other vectors. Moreover, if S is

linearly dependent and v, # 0, then there is a vector v, with j = 2 such that v; is a linear

combination of the preceding vectors vy, vy, ..., vj_;.

Theorem. The column vectors of a matrix A are linearly independent if and only if the linear

system
Ax = 0
has the only zero solution.
Proof. Let A = [a4, a;,..., a,]. Then the linear system Ax = 0 is the vector equation
caq +ca, +-+ca, =0

Then a4, a,,..., a,, are linear independent is equivalent to that the system has only the zero

solution.
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