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Principal Component Analysis (PCA)

• Proposed by Karl Pearson, 1901

• Find projections that capture the largest 

amount of variation in data

• Project data in the directions of maximum 

variance

• Find the principal vectors from the data

• PCA finds the most accurate data 

representation in a lower dimensional space



The problem

• Many modern data domains involve huge 

number of features / dimensions

– Documents: thousands of words, millions of 

bigrams

– Images: thousands to millions of pixels

– Genomics: thousands of genes, millions of DNA 

polymorphisms



The problem contd…

• High dimensionality data has many costs

– Redundant and irrelevant features degrade 

performance of some ML algorithms

– Difficulty in interpretation and visualization

– Computation may become infeasible (e.g. O(n3))

– Curse of dimensionality



Data Compression















How to perform PCA











eigenvalue indicates the percentage of transformation present along a particular 

direction 

Eigenvector of a linear transformation is a non-zero vector that changes at most by the 

scalar factor when that linear transformation is applied to it.











Conclusion

• Many modern data domains involve huge 

number of features

• Irrelevant features degrade performance of some ML 

algorithms

• Difficulty in interpretation and visualization

• Data Compression

• PCA finds the most accurate data representation in a 

lower dimensional space



Thank you


